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Abstract. Spatial data mining recently emerges from a number of real
applications, such as real-estate marketing, urban planning, weather fore-
casting, medical image analysis, road traffic accident analysis, etc. It de-
mands for efficient solutions for many new, expensive, and complicated
problems. In this paper, we investigate the problem of evaluating the top
k distinguished “features” for a “cluster” based on weighted proximity
relationships between the cluster and features. We measure proximity
in an average fashion to address possible nonuniform data distribution
in a cluster. Combining a standard multi-step paradigm with new lower
and upper proximity bounds, we presented an efficient algorithm to solve
the problem. The algorithm is implemented in several different modes.
Our experiment results not only give a comparison among them but also
illustrate the efficiency of the algorithm.

Keywords: Spatial query processing and data mining.

1 Introduction

Spatial data mining is to discover and understand non-trivial, implicit, and pre-
viously unknown knowledge in large spatial databases. It has a wide range of ap-
plications, such as demographic analysis, weather pattern analysis, urban plan-
ning, transportation management, etc. While processing of typical spatial queries
(such as joins, nearest neighbouring, KNN, and map overlays) has been received
a great deal of attention for years [2, 3, 20], spatial data mining, viewed as ad-
vanced spatial queries, demands for efficient solutions for many newly proposed,
expensive, complicated, and sometimes ad-hoc spatial queries.

Inspired by a success in advanced spatial query processing techniques [2, 3, 8,
20], relational data mining [1, 18], machine learning [7], computational geometry
[19], and statistics analysis [11, 21], many research results and system prototypes
in spatial data mining have been recently reported [2, 4, 5, 10, 12, 14, 16]. The
existing research not only tends to provide system solutions but also covers quite
a number of special purpose solutions to ad-hoc mining tasks. The results include
efficiently computing spatial association rules [13], spatial data classification and



generalization [10, 14, 16], spatial prediction and trend analysis [5], clustering
and cluster analysis [4, 12, 17, 23], mining in image and raster databases [6], etc.

Clustering has been shown one of the most useful tools to partition and
categorize spatial data into clusters for the purpose of knowledge discovery. A
number of efficient algorithms [4, 17, 22, 23] have been proposed. While most
existing clustering algorithms are effective to construct “clusters”, they are in-
effective to provide the reasons why the clusters are there spatially. Moreover,
in many applications clusters are naturally existing; for example, a cluster could
be a residential area. Therefore, it is equally important, if not more, to find out
spatial properties of clusters based on their surrounding “features”. The prox-
imity is one of the most common measurements to represent the relationship
between clusters and features. In [12], the problem of computing k closest fea-
tures surrounding a set (cluster) of points in two dimensional space based on
average/aggregate proximity relationships was investigated.

The problem of computing k closest features has a number of useful real appli-
cations. For instance, in a spatial database for the real-estate information, a set
of points represents a residential area where each point represents a house/land
parcel. A polygon corresponds to a vector representation of feature, such as a
lake, golf course, school, motor way, etc. In this application, buyers or develop-
ers may want to know why some residential area is so expensive. Consequently
they may want to know the k closest features. As pointed in [12], in such an
application it is better to measure the proximity relationship in an average fash-
ion to address a possible nonuniform data distribution. Furthermore, in such an
application it may be more important to know that a residential area is only
5 kilometres away from the downtown area rather than 500 meters away from
a swimming pool. This suggests that we should put weights when evaluate fea-
tures, so that the obtained top k features are also based on their importance.
In this paper, we investigate the problem of computing the weighted k closest
features (WK); that is, each feature is associated with a weight. We will formally
define the WK problem in the next section.

In WK, we assume that the “proximity value” between a cluster and feature
has not been pre-computed, nor stored in the database. A naive way to solve
WK is to first precisely compute the proximity value between each feature and a
given cluster, and then to solve the WK problem. However, in practice there may
be many features far from being part of solution to WK; and thus they should
be ruled out by a fast filtering technique. The filtering technique developed in
[12] for unweighted problem is not quite suitable to WK, because it specifically
designed to solve unweighted problem. Motivated by these, our algorithm adopts
a standard multi-step technique [2, 12, 13] in combining with novel and pow-
erful pruning conditions to filter out uninvolved features. The algorithm has
been implemented in several different modes for performance evaluation. Our
experiments clearly demonstrate the efficiency of the algorithm.

The rest of the paper is organized as follows. In section 2, we present a precise
definition of WK as well as a brief introduction of an adopted spatial database
architecture. Section 3 presents our algorithm for solving WK. Section 4 reports



our experimental results. In section 5, a discussion is presented regarding various
modifications of our algorithm; this will be together with the conclusions. Note,
due to the space limitation we do not provide the proofs of the theorems in this
paper; the interested readers may refer to a long version [15] of the paper for
these.

2 Preliminary

In this section we precisely define the WK problem. A feature F' is a simple
and closed polygon [19] in the 2-dimensional space. A set C of points in the
two dimensional space is called cluster for notation simplicity. Following [12],
we assume that in WK a cluster is always outside [19] a feature. Note that
this assumption may support many real applications. For instance, in real-estate
data, a cluster represents a set of land parcels, and a feature represents a man-
made or natural place of interest, such as lake, shopping center, school, park,
and entertainment center. Such data can be found in many electronic maps in a
digital library.

To efficiently access large spatial data (usually tera-bytes), in this paper we
adopt an extended-relational and a SAND (spatial-and-non-spatial database)
architecture [3]; that is, a spatial database consisting of a set of spatial objects
and a relational database describing non-spatial properties of these objects.

Below we formally define WK. In WK, the input consists of: 1) a cluster Cy;
2) aset IT = {m; : 1 < j < m} of groups of features (i.e., each w; is a group of
features); and 3) k to indicate the number of features to be found.

Given a feature F' and a point p outside F', the length of the actual (working
or driving) shortest path from p to F is too expensive to compute in the presence
of tens of thousands of different roads. In WK, we use the shortest Euclidean
distance from p to a point in the boundary of F', denoted by d(p, F'), to reflect the
geographic proximity relationship between p and F. We believe that on average,
the length of an actual shortest path can be reflected by d(p, F'). We call d(p, F)
the distance between p and F'. Note that F' may degenerate to a line or a point.
Moreover, for the purpose of computing lower and upper proximity bounds in
Section 3, the definition of d(p, F') should be extended to cover the case when p
is inside or on the boundary of F'; that is, d(p, F') = 0 if p is inside of or on the
boundary of F.

To address a possible arbitrary distribution of the points in C, we use the
following average prozimity value to quantitatively model the proximity relation-
ship between F' and C"

P(C,F) ! > dp. F).

O] =2

As mentioned earlier, in WK we will rank the importance of a feature by a
positive value. More important a feature is, smaller its weight is. A weight can
be assigned to a group of features by either a user or the system default. A set



{w; : 1 < j < m} of positive values is also part of the input of WK. WK can
now be modelled to find the k features in 27:1 m; such that those k features
lead to the k smallest values of the following function:

WAP(Cy, F) = Wp AP(Cy, F) where F € 377" | 7).

Here, Wy is the weight of F'; that is, Wr = w; for F' € m;. Note that in [12], the
proximity between a cluster and a feature is measured in an aggregate fashion;
that is, > - d(p, F) is used there instead of using \]7\ > pec d(p, F). However,
it should be clear that to compute the k closest features to a given cluster these
two measurements are equivalent. This means that the top k feature problem in
[12] is a special case of WK where all the weights are 1.

3 Algorithms for Solving WK

In this section, we present an efficient algorithm for solving WK. The algorithm is
denoted by CWK, which stands for Computing the Weighted K closest features.

An immediate way (brute-force) to solve WK is to 1) compute W AP (Cy, F')
for each pair of a given cluster Cy and a feature F', and then to 2) compute
the k closest features based on their WAP values. Note that WAP(Cy, F') can
be easily computed in O(|Cy||F|) according to the definition of WAP(C, F).
Consequently, the brute-force approach runs in time O(|Co| Z;’L] Yoren; |FD)-
Practically, there may be many features involved in the computation; each fea-
ture may have many edges; and the given cluster may have many points. These
make the brute-force approach probably computational prohibitive in practice.
Our experiment results in Section 4.3 confirm this.

One possible way to resolve this problem is to adopt a multi-step paradigm
[2, 12, 13]. First, we use a filtering step to filter out the features, and then do
precise computation of W AP values for those candidate features only. A simple
and very effective technique was proposed in [12] to solve WK with all weight
equal to 1: draw a circle encompassing the cluster and then keep the features with
an intersection to the circle as the candidates.

If we want to apply the above technique generally to WK with different
weights, we may have to draw different circles for different groups of features
due to different weights. Because for each group of features we have to keep at
least k features, there may be too many candidates left and the filter may not
be powerful enough,

In this paper, we propose a filtering technique based on the lower and upper
bound for WAP values. Instead of computing the actual value of WAP(Cy, F) in
quadratic time O(|C||F|), we may compute a lower bound and an upper bound
for WAP(Cy, F) in a linear time O(|F'|) with respect to the size of F. By these
bounds, for the given cluster Cy, we can rule out the features, which are definitely
not closest to Cy in a weighted sense; Thus we do not have to precisely compute
the weighted average proximity values between these eliminated features and
Cy- This is the basic idea of our algorithm. In our algorithm CWK, we have



not integrated our algorithm into a particular spatial index, such as R-trees,
R*-trees, etc, due to the following reasons.

— There may be no spatial index built.

— The WK problem may involve many features from different tables/electronic
thematic maps; and thus, spatial index built for each thematic map may be
different. This brings another difficulty when making use of spatial indices.

— A feature or a cluster, which is qualified in WK, may be only a part of a
stored spatial object; for instance, a user may be interested only in certain
part of a park. This makes a possible existing index based on the stored
spatial objects not quite applicable.

— The paper [12] indicates the existing spatial indexing techniques do not nec-
essarily support well the computation of aggregate distances; the argument
should be also applied to average distance computation.

The algorithm CWK consists of the following 3 steps:

Step 1: Read the cluster C into buffer.

Step 2: Read features batch by batch into buffer, compute lower and upper
bounds of WAP(Cy, F) for the given cluster Cy. Then determine whether
or not F' should be kept for the computation of WAP(Cy, F).

Step 3: Apply the above brute-force method to the remaining features to solve
problem WK.

In the next several subsections we detail the algorithm step by step. Clearly,
a success of the algorithm CWK largely relies on how good the lower and upper
bounds of W AP are. The goodness of lower and upper bounds means two things:
1) the bounds should be reasonably tight, and 2) the corresponding computation
should be fast. We first present the lower and upper bounds.

Note that for presentation simplicity, the algorithms presented in the paper
are restricted to the case when features and clusters qualified in WK are stored
spatial objects in the database. However, they can be immediately extended to
cover the case when a feature or a cluster is a part of a stored object.

3.1 Lower and Upper Bounds for Average Proximity

In this subsection, we recall first some useful notation. The barycenter (centroid)
of a cluster C is denoted by b(C). A convez [19] polygon encompassing a feature F'
is called a bounding convex polygon of F'. The smallest bounding convex polygon
of F is called the convex hull [19] of F' and is denoted by Pr. An isothetic [19)
rectangle is orthogonal to the coordinate axis. The minimum bounding rectangle
of F refers to the minimum isothetic bounding rectangle of F' and is denoted by
Rp.

Given two minimum bounding rectangles Rc and Ry respectively for a clus-
ter C' and a feature F', an immediate idea is to use the shortest distance and the
longest distance between R and Ry to respectively represent a lower bound and
an upper bound of AP(C, F'). However, this immediate idea has two problems.



The first problem is that when two rectangles intersect with each other (note
that in this case C' and F' do not necessarily have an intersection), the short-
est and longest distances between R and Ry are not well defined. The second
problem is that the bounds may not be very tight even if the two rectangles do
not intersect. These also happen similarly for convex hulls. Below, we present
new and tighter bounds.

Our lower bound computation is based on the following Lemma.

K K . K
Lemmal. Zizl 5”12 + y? > \/(Zi:1 r;)? + (Zi:1 Yi)?

Theorem 2. Suppose that C is a cluster, F is a feature, and P is either the con-
vex hull or the minimum bounding rectangle of F. Then, AP(C,F) > d(b(C), P);
in other words d(b(C), P) is a lower bound of AP(C,F).

Clearly, the above lower bound is tighter than the shortest distance between
two bounding rectangles.

Suppose that p is an arbitrary point. For a cluster, we use A\(p, C) to denote
the maximum distance between p to a point in C. Below is an upper bound of
AP.

Theorem 3. Suppose that p is an arbitrary point, C' is a cluster, and F is a
feature. Then AP(C,F) < d(p,F) + A(p,C).

It is clear the right hand side in the inequality of Theorem 3 can be used as
an upper bound of AP; and can be computed in time O(|F|) once the compu-
tation of A(p,C) is done. We believe that this bound may be tighter than the
longest distance between the minimum bounding rectangles. However, we cannot
generally prove this because the tightness of the upper bound depends on the
choice of p. In our algorithm, we will choose the centroid of a cluster C in the
upper bound computation since it has to be used to obtain a lower bound. Note
that generally d(b(C), Pr) and d(b(C), F') respectively in the lower and upper
bounds cannot replace each other if F' is not a convex polygon.

3.2 Read in the relevant cluster

In Step 1, we first read in the cluster Cy, which are specified by a user, into buffer.
Then, we compute the centroid b(Cp) and the maximal distance A(b(Cyp), Cp).
Clearly, this step takes linear time with respect to the size of Cj.

3.3 Read in and Filter out Features

This subsection presents Step 2. Consider that the total size of features to be
processed may be too large to fit in buffer simultaneously. Features should be
read into buffer batch by batch.

Note that in WK, our primary goal is to make a candidate set as close as
possible to the actual solution; this means a small set of candidates will be



expected to be left in the main memory after filtering step. Therefore, we may
store the detail of the candidates in the main memory for a further processing.
Particularly, the filtering step developed in CWK is to:

1. initialize the candidate set by assigning the first k features, and then,

2. examine the rest of the features one by one to determine whether or not
they are candidates. In case that a new candidate is added, we should also
check whether or not certain features included in the candidate set should
be removed.

The following lemma can be immediately verified.

Lemmad4. For a cluster C and a feature F' with weight Wg,
Wrd(b(C), Pr) < WAP(C,F) < Wg(d(p, F) + A(p, C)).

Lemma 4 means that Wrd(b(C), Pr) is the lower bound of WAP(C, F) de-
noted by LBp, while Wg(d(p, F) + A(p,C)) is the upper bound of WAP(C, F)
denoted by UBp.

Lemma5. Suppose w is a set of candidate features, Y is the k’th smallest
UBpg for every F € w. Then, F' is a feature in the solution of WK only if
WAP(C,F') <Y. Thus, LBp <Y.

Suppose that a new feature F' is processed, Lemma 5 says that if LBp for
F is greater than Y, than F' should not be considered as part of the solution of
WK.

Consider the situation that a new F' is added to m and the Y is updated
(changed smaller). Then, a feature F' in 7 may no longer be a candidate if
LBp: >Y; and thus we have to remove F’ from 7. A naive way to do this is to
scan the whole 7 to determine whether or not there is feature to be removed.
To speed up this process, we can divided 7 into two parts A and B, where B
is the set of candidates to be removed. We make A and B two ordered linked
lists to store the candidates, let A has the fixed length of &k, and use X to store
the current largest lower bound of F' in A. Each element F' in A or B stores the
identifier F'ID, LBr and UBp, and the spatial description of F. A and B are
initially set to empty. The elements in A and B are sorted on the lexicographic
order of (LBp,UBp) for each F.

Specifically, to process a F', CWK first computes the values of LBr and UBp
for WAP(C, F). Then, add the first k features to A according to a lexicographic
order of (LBp,UBpF). For the rest of the features, if LBr < Y, it will be a
candidate and kept in A or B. More specifically, F will be added to A in a
proper position if (LBr,UBfr) < (LBp/,UBp+), where F' is the last element
of A; and then F' will be moved to B. When (LBpr,UBF) > (LBp/,UBpg), F
will be added to B. Once a new F' is added to the A or B, X and Y should be
updated. Each time after Y is reduced, we also need to check B to remove those
features whose lower bounds are bigger than Y. Below is a precise description
of Step 2.



Step 2 in CWK:
A+ 0; B+ 0;
Read in features;
for the first k features in 7 do
{ compute lower and upper bounds LBy and UByF for each feature F;
keep them in A and compute X and Y; }
m = 7 - { the first k features in 7 };
for each F' € 7 do
{ compute LBp and UBp;
if LBr <Y then
if LB > X or (LBr = X and UBp >Y) then B + F else
{ move last element of A into B;
A+ F;
Update X and Y;
if Y reduced then remove features F' € B with UBr > Y; }

}

Once a batch of features are processed by the above procedure, we do not
keep them in buffer except the candidate features in A and B.

3.4 Precise Computation

After filtering process in Step 2, the full information of remaining features for
solving WK is kept in A and B. Then, we apply this information to perform a
precise computation of W AP values using brute-force method.

3.5 Complexity of CWK

In Step 1, we read in the user specified cluster Cy and do some relevant compu-
tation, this step takes linear time with respect to the size of Cj.

In Step 2, we do the filtering process to read in and filter out features, the
main expenses here are to compute the lower and upper bounds of W AP for each
F, and to possibly insert a F' to A or B. These together run in O(}_;", |F;| +
nlog(|A| + |B])), here n is the number of total features.

Step 3 takes time O(}_ pe(aup) [Cl/F]) to compute WAP for the remaining
features.

Note that the brute-force algorithm runs in time O(>"7 , |C||F;|). Clearly,
in practice, the time complexity of the brute-force method is much higher than
that of CWK, because |A U B| is much smaller than n. This is confirmed by our
experiment results in Section 4.

3.6 Variations of CWK

We implement the algorithm CWK in three different modes in order to evaluate
the performance. The differences are the bounding shapes of a feature to be



taken while doing the filtering process. The first mode is denoted by CWK-R,
which uses only minimal bounding rectangles of features to compute the lower
and upper bounds of WAP(C, F'). An alternative mode to CWK-R is to use the
minimum bounding convex hulls instead of the minimal bounding rectangles, we
denote this mode by CWK-P. The third mode, denoted by CWK-RP, adopts a
multiple-filtering technique: 1) minimal bounding rectangles are firstly used to
obtain the ordered linked list A and B, and then, 2) the minimum bounding
convex hulls are computed for features stored in A and B to repeat Step 2 to
get two new ordered linked list A’ and B’ before processing Step 3.

In next section, we will report our experiment results regarding the perfor-
mance of the brute-force method, CWK-P, CWK-R, and CWK-RP.

4 Implementation and Experiment Results

The brute-force method and the three modes of CWK algorithm have been im-
plemented by C++ on a Pentium 1/200 with 128 MB of main memory, running
Window-NT 4.0. In our experiments, we evaluated the algorithms for efficiency
and scalability. Our performance evaluation is basically focused on Step 2 on-
wards, because the methods [3] of reading in clusters and features are not our
contribution. Therefore, in our experiment we record only the CPU time but
exclude I/0O costs.

In the experiments below, we adopt a common set of parameters: 1) a feature
has 30 edges on average, 2) a cluster has 200 points on average, and 3) the
features are grouped into 20 groups.

In our first experiment, we generate a database with 50 clusters and 5000
features, and k£ = 5. We implement our algorithm for each cluster. The exper-
iment results depicted in Figure 1 are the average time. Note the algorithm
CWK-P, CWK-R, CWK-RP are respective abbreviated to “P”, “R”, “R-P” in
the diagram.

From the first experiment, we can conclude that the brute-force method is
practically very slow. Another appearance is that CWK-P is slower than CWK-
R. Intuitively this is because that in CWK-P, the computation of a lower bound
for each feature is more expensive than that in CWK-R. We also observed that
CWK-RP appears the most efficient. This because that the second filtering phase
in CWK can still filter out some features; and thus the number of features left
for the precise computation is reduced. In short, we believe that CWK-P should
be intuitively and significantly slower than CWK-R and CWK-RP when the
number of features increases; this has been confirmed by the second experiment.

The second and third experiments have been undertaken through two di-
mensions. In the second experiment, we fix the £ to be 15 while the number
of features varies from 5000 to 50,000. Again, we run the 3 algorithms for each
cluster and record the average time. The results are depicted in Figure 2.

In the third experiment, we fix the number of features to be 50,000 while &
varies from 5 to 75. Each algorithm has been run against each cluster and the
average time is recorded. The experiment results are depicted in Figure 3.
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Fig. 2. Average execution time for three algorithms by different DB sizes

These three experiments suggest that CWK-RP and CWK-R is faster than
CWK-P on average, and the performance of CWK-RP is faster than CWK-R.
From the second and third experiment results, we see that the choices of different
k values and different DB sizes will not change the above observation. The second
experiment also shows the scalability of algorithm CWK.

The three conducted experiments suggest that our algorithm is efficient and
scalable. Furthermore, we can see that although an application of convex hulls to
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the filtering procedures is more accurate than an application of minimal bound-
ing rectangles, it is more expensive to use directly. Thus, the best use of convex
hulls should follow an application of minimal bounding rectangles; that is, it is
better to apply the CWK-RP mode.

5 Conclusion and Remarks

In this paper, we investigated the weighted top k features problem regarding
average/aggregate proximity relationships. We presented an efficient algorithm
based on several new pruning conditions, as well as various different modes of the
algorithms. Our experiment results showed that the algorithm is quite efficient.

The problem WK, as well as the algorithm CWK, may be either generalized
or constrained according to various applications. The interested readers may
refer to our full paper [15] for details.
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